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Abstract-Solutions are derived for steady-state motion of a singularity class, which includes point
sources and dislocations, through a medium in which the elastic stress-field can evolve with time due to
the diffusion of an internal second-phase species, such as a pore-fluids and lattice impurity concen­
trations in a crystalline solid, or the transfer of heat. The technique is to integrate the known influence
functions for a stationary singularity. Attention is focused on the most tractable aspect, namely the
stress field on the trajectory of motion: this suffices for simulation of growing shear and tensile
fractures (e.g. in a porous fluid-saturated solid). Continuous densities of fluid sources and point
discontinuities (dislocations) are suitably distributed (as determined by solving the resulting singular
integral equations) to satisfy solid stress and fluid pressure or flow conditions on the fracture surfaces.
Alternative methods for finding the complete dislocation influence function are discussed and com­
parisons with existing source solutions are made. Substantial stabilization effects are found in fracture
propagation.

INTRODUCTION

The linear theory of fluid-saturated porous media[l] provides a singular example of completely
coupled elastic deformation and pre-fluid diffusion; the analogous equations of linear coupled
thermoelasticity (Chap. 2 of [2]) or of impurity diffusion in a crystalline solid [2] are somewhat
less interesting, since the coupling in these is much weaker and is often neglected to facilitate
solution extraction. We are, therefore, especially concerned with the porous media application,
where the diffusive evolution of the additional "pore-pressure" field variable can induce or be
induced by substantial alterations in stress-state; but the other elasto-diffusive media are also
covered by our derivations. In particular, we will establish the field of influence in such media
for a class of moving singularities which includes point (e.g. fluid) sources, point forces and
dislocations. By suitable distribution of sources and dislocations we also extract the behavior
around moving shear and tensile faults; analytic estimates [3] of moving shear fault charac­
teristics will be found to compare well with our results. The principal effect might be described
as a "drag" on the moving anomaly, a term frequently used in describing crystalline dis­
locations moving in an impurity atmosphere (although generally accredited to nonlinear effects
like stress-dependent diffusivity): the energy dissipation associated with diffusion suggests that
an increased force is needed to move the dislocation or crack and this expected impedance is
roughly borne out by our results.

Our method is to employ the known solutions [1,2] for the problem of a singularity which is
suddenly introduced at a point in the medium and thereafter (in time) is held fixed in position
and strength. The influence function for such a singularity is integrated all along the prospective
locus of the corresponding moving singularity: the computations are actually carried out only
for the influence on the trajectory of motion since the application to fracture growth does not
require the complete influence function. The method can be extended to points off the
trajectory but an alternate transform scheme is outlined (Appendix 3) which allows formal
convolution with the solution on the trajectory, to cover the whole region of influence. Similar
techniques have, occasionally, been employed in the literature (e.g. [8], Section 10.7 and [9] for
the study of moving heat sources) and we compare our solutions where relevant (e.g. Appendix
1): the moving dislocation has also been studied[13] but the analysis there makes assumptions
about the field which are not applicable here and it seeks special features only, thus there is
little correspondence with the present work.
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The technique for applying our singularity solutions to simulation of fracture growth is, by
now, well established (e.g. [5] for purely elastic application) and Chap. 4 of [2] gives the most
general scheme for unsteady motion in a porous medium. The case of steady-state fault motion
is the simplest example of time-dependent growth and is simulated by distributing a density of
moving dislocations and sources such as to satisfy stress and pore-fluid boundary conditions on
the surfaces of the shear or tensile fault. The result is a set of singular integral equations with
unknown density and a kernel obtained directly from our singularity influence functions. We
describe the matrix equations which result from use of local interpolation functions (like those
in [5]) for the density; these have the most general application [2]. However, we choose to solve
the equations also by employing Chebyshev polynomials for global interpolation over a
somewhat artificial finite crack length, with loads applied near the tip to justify use of our
singularity influence functions: the latter method (described in Appendix 2) gave results
comparable to those when local interpolation was used and it has substantial advantages (e.g. in
incorporating the crack-tip singularity), so in this paper we present its results only. We establish
that there is always a zone, sufficiently close to the crack-tip, which is drained. This results in
an elevation of the energy supply needed to drive the fracture at increasing speeds: however, at
very high speeds, the energy required by the shear fault begins to drop again but that needed by
the tensile crack will typically continue to rise, perhaps to as much as an order of magnitude
greater than that needed for slow crack growth. There is thus a stabilization of fracture growth
which varies somewhat in amount and character from shear to tensile faults.

MOVING SINGULARITIES IN ELASTO-DIFFUSIVE MEDIA

The singularity is considered to have been moving in a straight line at constant velocity V
for a long time so that the resulting field depends only on x - Vt, where x measures distance
along its trajectory from any arbitrary reference point and t is time. For the moment, it will be
regarded as a localised distribution J.t(x - Vt) in the vicinity of x - Vt = 0- (Fig. la) and we
shall be concerned only with components of its stress-field on the trajectory (i.e. Xk = 0); the
derivation will be based on the solution for a stationary singularity, J.t(z, T) = H(T)8(z) i.e. one
in which a localised J.t is introduced, at a point z and time T, and then kept constant for all
remaining time. Although the procedure is formally applicable to a variety of resulting forms
for the stress-field, we specifically consider singularities causing stress components at (x, t)
which are expressible in the form

u(x, t) = (x - z)nJ[~]' ~ == (x - z)2{4c(t - T), (I)

where n is usually a non-positive integer. The influence function J will generally contain elastic
moduli and diffusion parameters as multiplying constants; the diffusivity of the medium is c
(e.g. as defined by Rice and Cleary [1]).

It is clear (e.g. see [1,2]) that the stress due to any singularity distribution J.t(z, T) may be
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Fig. 1. (a) Moving concentrated anomaly density J.l in elasto-diffusive medium. (b) Source in steady-state
motion, emitting fluid at constant rate q. (c) "Climbing" edge dislocation, Burger magnitude b. (d) "Gliding"

edge dislocation. V is the steady-state velocity.
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expressed in terms of the influence function in eqn (1) by means of

U(x, t) = L: dz(x - z)" foo dT a~~~ T) JW.
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(2)

For the moving distribution ~(x - Vt) shown in Fig. l(a), we can pick any generic time and
express the field in terms of x: let us pick t = 0 so that x marks the distance from the head of
~(x - Vt) = ~(x). Thus ~(z) is zero for all z > O. The other modification to simplify eqn (2) is to
note that we can identify VT with a dummy co-ordinate variable Zh in terms of which
~(z, T) = ~(z - VT) = ~(z - Zl); the similarity version of eqn (2) is thus

(3)

An integration by parts on the interior integral leads to

Now we revert to Fig. l(a) and allow ~(z) to become arbitrarily closely localised in the vicinity
of z = 0-, while retaining a constant area A as shown. Then the distribution integrals in eqn (4)
are simplified and we deduce

(5)

We have introduced the dimensionless variables (= Vx/4c and (I = Vz/4c. Our last step is to
change the integration limits and note the distinction between the cases (> 0 and « 0; we
introduce the variable y = (tll(1 and obtain

{
(00 } i:-= 1(1(1 ±y)2.

u(x) = Ax" J[oo]-I(I Jo dy(1 ± y)"+2y-2J'[~] '!> - Y (6)

The (+) sign applies to (> 0 while the (-) sign, for « 0, will sometimes generate a singular
integrand at y = 1; scrutiny of the derivation shows that the integral is then to be evaluated in
the principal value sense. It is sensible that the influence function in eqn (6) should contain
only the variable ( expressing non-dimensional diffusive distance from the singularity. We now
show how the result in eqn (6) can be applied to a variety of moving singularities in a typical,
and practically most useful, elasto-diffusive medium composed of a solid matrix with fluid­
saturated pore-space (as described in [1,2]).

MOVING FLUID SOURCE IN A POROUS MEDIUM

The first example, illustrating the use of eqn (6), is that of a singularity moving at velocity V
which injects fluid at a constant mass rate q per unit length normal to the plane into the medium
around it (Fig. Ib). The medium is described by the constitutive equationst of Rice and
Cleary[l] and the solution for the stationary source has been given in Chap. 3 of [2]. In the
notation of eqn (1), the solutions for the pore-pressure p, on the plane of motion of this
infinity long source, and the derivatives in eqn (6) are (with n = 0 and A = q)

(7)

tThe material parameters which enter in [I] are simply shear modulus G. drained and undrained Poisson ratios v and v., a
coefficient measuring undrained pore-pressure p = -BUkk/3, and a related coefficient 11" 3(v. - v)/2B(I + v.)(1- v).
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where K is the permeability of the medium and Po is the reference fluid density. If we introduce
eqn (7h into eqn (6) we readily obtain the solution for the pore-pressure on the plane of motion
« +) sign for (> 0)

(Y) q i'" dy -1<:ln,"v)'lvp ~ =-- -e .'.
41TpoK 0 Y

(8)

The solution (eqn 1) and the derivative needed in eqn (6) can also be written for the normal
stress «(T) on the plane of motion of the line-source (again derived in Chap. 3 of [2] with 11 = 0):

j[g] = -TN [2 ('" dl/JC/J2/4®~-1(l_ e-I:l].
41TPOK J21: 112 l/J

j'[~l= -1]q [®C 1 e-1:0C2(l-e-I:)-C'e-l:j
41TPOK

(9)

Encircled sign options are for (TyV and (Txx respectively (Fig. 1). When eqn (9h is used in eqn (6) we
deduce (again with (+ l sign for ( > 0)

It is possible to convert the integrals in eqns (8, 10) to known tabulated functions. To do this
we write the integral representation [e.g. of Abramowitz and Stegun[4J, p. 376] for the modified
Bessel functions

Kv(z) = r"dt cosh (pt)e-Z'OShC, z>o
Jo

( Ila)

and change the variable of integration to y = et
; then the zeroeth and first order Bessel

functions become

Now it is obvious that eqn (8) can be rewritten as

(12)

We need to manipulate eqn (10) a little before comparing to known integrals. It is easiest to
reduce eqn (l0) for (> 0 so let us consider that case for demonstration of the technique.

In deference to eqns (8, 12), eqn (10) may be written

where the integral 1«() takes the form

1W = 100

dy ( y + 1) e-I<:IIY+['/Y]) = 100

dy e-I<:IIY+[l/vJ)
o Y Itl(l+y)2 0 l

(13a)

(l3b)

Here we have performed an integration by parts on the first integral. By noting the symmetry in
the definition of K,(z) we recognise that 1«() = 2K1(2() so that eqn (10) has the tabulated
representation "

(13c)
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This can be shown to be valid also for {< 0, by taking a little care with the principal value
integrals. Now there actually is another means for determining the whole influence field of the
moving source: we give the method in Appendix 1and show that eqns (12), (13c) are the correct
solutions for the pore-pressure and normal stress on the plane of motion of the source. Such
alternate solutions are usually not available, however, so we have to employ eqn (6) exclusive­
ly. Such is the case for the moving dislocations considered next: for these, eqn (6) serves both
to determine the influence field on the trajectory of motion and through this, as input to a
formal scheme outlined in Appendix 3, to establish the complete influence function.

MOVING DISLOCATIONS IN A FLUID-SATURATED POROUS MEDIUM

A discussion on the use of stationary dislocations to simulate faulting of an elastic medium
has been given by Cleary [5]. Our purpose here is to use long straightt edge dislocations to
simulate a moving fault in a diffusive medium. We have need of the solutions for two
orthogonal orientations of the slip direction: these are shown in Fig. l(c, d) and will be referred
to as the "gliding" (Fig. Id) and "climbing" dislocations. Toward these, we shall use the
solutions in eqn (47) of [1], derived for a suddenly introduced stationary dislocation, to write
eqn (1) and then extend the solutions to a moving dislocation by means of eqn (6). For the
"gliding" dislocation we find that the pore-pressure and normal stress on its plane of motion is
zero while the shear-stress is given by A == b, n =: -1 (in eqn (1» and

(14a)

(l4b)

We insert eqn (14b) in eqn (10) to obtain the shear-stress rex) on the plane of motion

(l4c)

where g== 1{1(1 ± y)2{y as before and (+) sign applies to {> O. We did not succeed in writing the
integrals of eqn (l4c) in terms of tabulated functions but rather resorted to a numerical
evaluation of them: of course, once computed, they constitute integral representations of the
resulting function and we were satisfied to regard them as such. Thus, we denote the pair of
integrals in square parentheses as

(15)

and a plot of gl(x) is shown in Fig. 2(a). It is important to note the asymmetry of gt(x) with
respect to x =: O. This can actually be identified as the cause of a drag force on the dislocation,
a phenomenon not previously considered in the literature on crystalline dislocations.

For the "climbing" dislocation, there is a pore-pressure induced on the plane of motion (Fig.
lc); the stationary solution has n =: -1 and influence functions (eqns (1), (6» are

(l6a)

(16b)

Insertion of eqn (16b) into eqn (6) gives the pore-pressure p(x) on the plane of motion (at

tThese are dislocations which produce a "plane strain" deformation state.
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Fig. 2. (a) Influence function for shear stress on plane of "gliding" dislocation. (b) Additional influence
function needed for pore-fluid pressure and normal stress on plane of "climbing" dislocation (medium

dilfusivity c).

distance x from the dislocation)

p(x) = -Gb {2EO+ pu) 11- 1 (P1u_-pP) gM)}
211'(1- pu)x 3

(I6c)

where we have used the notation

(I7)

Again, g2(X) is a function which can be computed numerically (with (+) sign for X > 0) and it is
shown in Fig. 2(b).

We will also have use for the normal stress <T(x) on the plane of motion of the "climbing"
dislocation. The stationary solution (eqn (1» is given by n = -1 and

08a)

(1Sb)

Now eqn (6), after eqn (I8b) is inserted for J'[g], reduces to

(19)

We now have, in eqns (12), (l3c), (14c), (16c), (19), all of the solutions which we need to
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simulate a shear or tensile fault, moving through a porous medium under steady-state con­
ditions, with arbitrary accompanying slip, dilation and opening displacement. We note that we
could derive many additional solutions, such as those for moving body-forces (acting on solid
or fluid) or three-dimensional slip and dilation as derived for the stationary problem in Chap. 3
of [2]. We shall make only limited use here even of the source and dislocation solutions just
derived, so we defer such exhaustive analyses to another time. The method for deriving the
stress-field on the plane of motion is now clear enough and we shall next consider the
usefulness, even of this apparently limited knowledge of the singular influence function,t
toward solving fracture problems where the boundary conditions are specified on the fracture
plane.

SPECIFIED

8(x=1)

SHEAR MODULUS G

8(x),/_dx)

lIe =1I

(Drained
Kernel)

11e = 11 U (Undrained Exterior)

Fig. 3. Near-tip region of a semi-infinite shear or tensile brittle fault in a fluid-saturated porous medium.
Loadings are applied over a length I near the tip (x = 0). Stress field is singular as radius r -> 0 and there
results a drained kernel (with effective Poisson ratio v, = v) for sufficiently small r, even though the exterior
region is effectively undrained (v, = vul. Sliding or opening discontinuity is 8(x) and its derivative /L(x), the

dislocation density, is singular as x -> o.

APPLICATION TO SIMULATION OF MOVING SHEAR AND TENSILE FAULTS

We limit ourselves to faults (Fig. 3) on which either shear or normal stress, pore-pressure or
rate of fluid loss to formation (normal derivative of p) are specified. We simply distribute either
"gliding" or "climbing" dislocations and moving fluid sources in such a fashion as to satisfy
both traction and fluid conditions on the faces of the fault (see Chap. 4 of [2] for details in the
general case). Let JL(x) represent the distributed density of moving dislocations and (J(x) the
density of fluid sources with constant suction rate: let x measure the distance from the fault tip,
in the co-ordinate system moving at constant velocity V with the tip. Let uD(x - z), pD(X - z)
denote the stress (shear or normal) and pore-pressure at a point x due to a moving dislocation at
z while US(x - z), pS(x - z) denote those due to a moving source. These will be extracted from
eqns (12)--(19) as they are needed. Suppose we use u(x) and p(x) to denote the values of stress
and pore-pressure (or, in unlikely context, its normal derivative) on the line of the fault (these
may be given or may be coupled to JL(x) and O(x»; then we get the integral equations

u(x) = fooJL(Z)UD(X-Z)dz+ foo O(z)uS(x-z)dz

p(x) = L: JL(Z)pD(X - z) dz + foo O(z)pS(x - z) dz (20)

For simplicity, we assume that the fault stretches to x = -00 from its tip at x=O, so that use of
our moving singularity solutions is physically rigorous.*

t A method for obtaining the complete influence function is outlined in Appendix 3: the task is greatly simplified by
knowing the value of stress on the trajectory.

tHowever, finite faults with somewhat artificial histories can also be simulated, in an obvious fashion.
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By inspecting the solutions for moving sources and dislocations, given in the foregoing
section, we observe that u D and pD are singular as (x - zr l whereas US and pS are singular
only as In (x - z). We have already solved a variety of singular integral equations containing an
(X-Z)-I in the kernel (e.g. see [5]) and there have been a number of workers on the numerical
solutions of integral equations with a In (x - z) kernel, as they arise in smooth torsion
geometries, for instance (e.g. [6], Chap. 5). Coupled singular integral equations, all with (x - zr l

singularity kernels, have been solved in applying the boundary integral equation method to
elastic fracture problems (e.g. Chap. 4 in [6]). However, there appears (e.g. [7]) to be little
general experience with coupled equations of the kind in eqn (20); still, we can follow the usual [5]
procedures and write

N M

/-t(x) = 2: /-tkmk(X), 8(x) = 2: fhsk(X)
k~1 k~1

(21)

where mk(x) and Sk(X) are suitable interpolation functions (local or global) and N is generally
larger than M (unless, for instance, the filtration of fluid from the fault opening into the
surrounding medium has a dominant influencet).

The idea is that u(x) and p(x) will be imposed at a discrete number of points, i.e.
represented by their values uk(k = I, ... , N) and p/j = 1, ... , M) at discrete nodal points. Then
eqns (24) transform to an overall matrix equation

k, m = 1, , N
j,n = I, , M.

(22a)

The submatrix elements are composed in a standard fashion, namely

(22b)

but the interpolation functions should, of course, be chosen to give well-conditioned matrices
upon integration with the singular influence functions; a very simple set of localised functions
with exactly this property have been employed by Cleary[5], and they are valid for any fault
domain.

Alternately, we may regard eqns (24) as the limiting form of equations governing a
symmetrically spreading finite fault when we apply loadings very near to the tip only; then there
happens to be a simple way of computing the submatrices without (remarkably) any specific
reference to the interpolation functions. This is achieved by choosing the functions to be
Chebyshev polynomials. The method is detailed in Appendix 2. Essentially, the known stresses
u(x) and p(x) are imposed at zero points of the Chebyshev polynomials of the second kind
while the densities are computed at zero points for polynomials of the first kind.

The Chebyshev scheme exploits the known X- 1/2 singularity (Fig. 3) in the density /-t(x) near
the fault-tip (x = 0) and is extremely convenient in determining the strength of that singularity;
thus we chose to use it for our preliminary investigations, mainly to gain some experience with
alternatives to the scheme implied by eqns (22b). It happens to be amenable also (as explained
in Appendix 2) to problems where the fault closes smoothly [say /-t(x) - x l/2 in Fig. 2] so we
employ it exclusively in this paper. Nevertheless, we emphasize that the infinite fault problem
with smooth closure lends itself best to schemes like those in [5] and (22b), especially as to
inclusion of the source density 8(x): unlike /-t(x), this does not have a well-known singularity as
x~ 0 but is limited by the requirement that it produce a bounded jump in p across x = o.

The coupled eqns (20), (22) merit a much lengthier treatment than we can give here so we

tExample of this special case is fluid loss to the formation from an extensive fracture (e.g. [2]), produced by hydraulic
underground pressurisation.
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shall hereafter specialize to the class of problems where there is no need for the source density
8(x). Further, we shall give only the results of employing the Chebyshev polynomial inter­
polation on a finite fault length; the infinite fault results will be extractedt by imposing tractions
over a sufficiently small near-tip region of the finite fault. The reduced version of eqns (20) will then
take the form (adopting the half-fault length as unit dimension)

f
+1

£T(X) = C _I JL(z)[(x - Zfl + k(x - z)] dz (23)

where C contains material moduli and k(x - z) is a bounded displacement kernel for all of the
problems considered in this paper. The stress £T(X) may be a shear stress or a normal stress on
the fault line and thus JL(z) is a density of either "gliding" (sliding) or "climbing" (opening)
dislocations. The pore-pressure or rate of fluid flow across the fault is to be accepted as
whatever eqn (20h implies with 8(z) = O.

The scheme for solving eqn (23) numerically is in Appendix 2. We first change the unknown
variable to F(z), as given by

(24a)

and immediately recognise that F(z = ±l.O) measures the strength of the singularity, frequently
defined (Fig. 3) in terms of the "stress-intensity factor" K. Thus, for shear or tensile faults, the
intensity of the singularity is given by

F(z =±1.0) =2(1- v)K/Gy' 7T (24b)

because, as we have noted already, there is always a drained zone sufficiently close to the tip.*
Thus F(±l.O) will henceforth be used to calibrate the change in K with increasing speeds of
fault propagation.

The numerical version of eqn (23) now takes the form (see details in Appendix 2)

2M

&1 [(tk - xrf l- k(xr - tk)]F(tk) = -2M£T(xr)/7TC, r = 1, ... , 2M-l

2M 7T(2k - 1) 7Tr
&1 F(td = 0; tk = cos 4M ' Xr = cos 2M' (25)

The last condition on the F(td is arbitrarily imposed to exclude any net entrapped dislocation
in the fault and tk, Xr are the zero points of the first and second kind (respectively) of
Chebyshev polynomials. Equation (25) allows an arbitrary stress distribution on the fault but we
are exclusively interested in a fault spreading symmetrically with respect to its initiation point§
(i.e. symmetric about x = 0 in Fig. 4) so we further impose

(26a)

Now the matrix equation corresponding to eqns (22) simplifies to

M

2: {(tk - xrf l
- (t2M+I-k- xrf l

- k(xr - td - k(xr - t2M+I -k)}F(td
k~1

= -2M£T(xr)/7TC, r = 1, ... , M. (26b)

tThese were checked against results obtained directly by using the interpolation functions of Cleary [5] for ILk(X) in eqns
(21), (22).

*This characteristic has also been proved and elaborated upon in recent analytical work[3, 12].
§Note that the precise physical interpretation of the problem being modelled involves a pair of dislocation densities,

one having come from X ~ -00 and the other (a negative image of the first about the midpoint between their heads) having
propagated from X=+oo.
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The correction terms containing t2M+I-k are interference terms from the other side of the fault
and are important when the driving stresses are distributed over the whole fault length;
however, when the loaded length / (Fig. 4) is very small (l/a ";;0.2 was found appropriate) then
F(z) decays very rapidly with distance from the tip, and, when (x, - t2M+I-k) is comparable to
(x, - tk), the multiple FUd is negligible. Thus we can effectively simulate a semi-infinite
propagating fault. The results compare perfectly with other solutions of eqns (26), obtained by
using the localised interpolation functions described in [5]: there was actually no appreciable
numerical advantage to either method in simulating the smoothly closing semi-infinite fault but
the ability to extract K so readily favored by Chebyshev scheme (since the X-

1/2 singularlity is
awkward to incorporate with local interpolation): consequently, we present only solutions to
eqns (26b) in our sample results of the next section.

x

20

y

Fig. 4. Schematic of a finite internal fault with two kinds of symmetric loading applied. very near to the tips
only: "driving" forces are shown on the left as uniform stress TA over length I <li a while "cohesive" forces
are modelled (on the right) as linearly decreasing from TA over length w(w <li a). The spreading finite
fracture can thus be approximated by using our moving singularity distributions and resulting equations are

amenable to Chebyshev interpolation.

SAMPLE RESULTS FOR MOVING FRACTURES IN POROUS MEDIA

We present here just two specific kinds of results, applicable to both shear and tensile faults.
The first is a plot of the function F(x) for various velocities of motion of the fault V: although
the method is physically rigorous only for near-tip loading on a finite fault, the characteristics of
the latter are well captured by the results for uniform loading over the fault length and we have
decided to present these results for their transparency of interpretation. Thus, u(x,) are all set
equal to TA in eqn (26b) and the results for F(tk) are to be compared with the known analytic
solution for an elastic response (involving effective Poisson ratio, ve), F(z) = IL(Z)y'(l- Z2) =
2TAZ(l- ve)/G; specifically, for V ~oo or V ~O, the solution for F(z) is known with Ve== Vu or
Ve == v, respectively.

Since the loading is applied over a length I (in this case 1= a == 1.0), the appropriate
dimensionless measure of velocity is Vl/4c. When this parameter is very small, the solution for
F(td should agree with the drained elastic solution (ve == v) and this was found to be the case,
as shown in Fig. 5(a). As Vl!4c increases, the solution for F(tk) should, in some sense, tend
toward the undrained elastic solution (ve == vu ), which it should reach when Vl/4c ~ 00; this is
exactly what happens in Fig. 5(a) but we note the central point that the slope of F(z) near the
tip (z = 1.0) always remains at its drained value a, and goes over to the undrained value alf3 in a
transition region with size decreasing as Vl/4c increases. Thus, there is a/ways a region
(however sma//), near the tip of a shear or tensile crack, which is drained. Only the numerical
values of Vl/4c, required for a given amount of transition between drained and undrained,
distinguish between shear and tensile faults. Physically, it is clear that drainage takes place
across the fault surface in the antisymmetric shearing case but that symmetry demands a zero
pore-pressure gradient (and hence no fluid flow) across a tensile fault surface, thereby causing a
much slower process than in the shear case: this is precisely what we found and it is closely
accurate to say that the results for Vl/4c = 0.5 in the tensile problem are the same as those for
Vl/4c = 5.0 in the shear problem (thus we have so represented them, for brevity, in Fig. 5(a».



Moving singularities in elasto-diffusive solids with applications to fracture propagation 91

0.318

D.= Droined

PD =Partially Drained

0159
0.01 0.05 010 015

(10 -x)

(a)

$nom/Jcrit
{3 -I~~!___

/
/

/
/

25
/

(3-(~ ) {3-1.500
I-vu

/:~
/

.~
2.0 /

{3-13'~

Tensile I
1.5 Fault (3'

1.0 L-JL.-~~'--'-_~_---L_~_-L_~ LL
10-' 1.0 10'

Vile

(b)

Fig. 5. (a) Solutions for dislocation density, F(z) = /!(z)v'(l- z') at various velocities V. Fault is uniformly
loaded (/ =a, W =Oin Fig. 4) so as to facilitate observation of drained to undrained transition in/!; near-tip zone
is always drained. (b) Driving stresses (symmetric about x = 0 in Fig. 4) in terms of their energy release rate
'§nom, needed to keep a fault propagating at any specific velocity. Dashed lines are for uniform TA over length
/ = 0.191a near the tip (left side of Fig. 4); connected numerical symbols are for positive TA over length
W =0.191 a (right side of Fig. 4). Chain-link results are shown for the case where '§ due to uniform TA over
/ = 0.191a (left side of Fig. 4) must exactly cancel that due to negative constant cohesive stresses over W = 0.02/

(right side of Fig. 4).

The second kind of result is related to the concept of a "fracture criterion" for propagation
of the shear or tensile fault. The simplest such criterion is that the "stress-intensity" factor
K = K(TA, Vl/4c) must be kept at a critical value (say K nom) to maintain propagation: most
feasibly this K nom would be measured for completely drained spreading (Vl/4c ~ 0), and we
suppose it could be produced by a stress distribution TA

nom under such conditions. We now ask
what stresses (as calibrated by some appropriate norm, TA' of a specified distribution) are
needed to produce the same Knom under conditions where Vl/4c is not negligible. Clearly the
answer is that TAITAnom is the same as K(VlI4c"",0)IK and the latter is simply given, in our
present scheme, by F(Vl/4c"",0)/F(Vl/4c), where F is the magnitude of F(z) at the tip of the
fault. However, instead of plotting the ratio directly we choose to show its square (TAlTA nom)2,

which we call Wnom/Wcril> in Fig. 5(b); the terminology is deliberate because W is conventionally



92 MICHAEL P. Cl.EARY

used for the "energy release rate" in fracture mechanics and (TA/TA"om)2 is none other than the
ratio of energies which TA and T

nom could supply under completely drained brittle facture
conditions. The results shown by dashed lines in Fig. 5(b) are taken from analytic computations
in [3]; we show our results only for {3 == (1- v)/(I - vu ) = 4/3, since a similar relation to the
analytic results pertained for all other values of {3. There does appear to be a consistently earlier
rise for the Cfj vs V curve which we obtain than for that given in [3], especially when we account for
the shorter effective length of our triangular distribution of driving stress (right of Fig. 4) as against
their constant T A (left of Fig. 4).

Details of computation: (a) shear fault
The density /L(z) in eqn (23) is a distribution of "gliding" dislocations and the stress (T(x) is

the shear stress on the fault surface so eqns (l4c), (15) give us C = G/21T(I- v) and the
modifying kernel function turns out to be

(27)

This function is bounded provided the first derivative of gl(X) is bounded at X = 0 (as in Fig.
2(a)), so that the matrix equivalent (eqn (26b)) of eqn (23) can be rigorously derived. It was then
straight-forward to compute the matrix multipling F(tk) in eqn (26b), for any desired velocity
parameter V/4c (all distances being scaled to the unit half length a in Fig. 2). Finally, any
desired stress distribution (T(xr ) could be imposed and the solution for F(tk) obtained by
standard linear algebra routine: in particular, we use constant stresses (T(xr ) = TA for Fig. 5(a)
and (T(xr ) linearly decreasing, with distance from the crack-tip, to zero at (and outside)
I = 0.191 a for Fig. 5(b). Many other circumstances were tested (as reported in Chap. 5 of [2])
and would require extensive physical explanations but we just mention the case where fixed
negative "cohesive" stresses were distributed over a length w ~ I (linearly decreasing from the
tip), together with positive ("driving") stresses, uniformly TA over a length I(~a): the mag­
nitude of the stress TA was chosen so that the K values they produced (at any V1/4c) just
cancelled each other and (TA/TA"om)2 was plotted for the driving stresses (TA"om again cor­
responding to Vl/4C = 0). Naturally, it exhibits the same rising behavior as before, as long as
Vw/4c is negligible (while Vl/4c is not); however, eventually the fault moves so fast that
drainage cannot take place even on the scale of wand the "cohesive" stresses begin to exert a
smaller K. At this stage the curve begins to drop again, e.g. as shown by the chain-link curve in
Fig. 5(b) for the particular case {3 = 4/3 and w/l = 0.02; it drops from {32 to {3 (approx), in
agreement with our physical reasoning (Chap. 5 of [2]). A corresponding effect is found, under
identical circumstances, for the tensile fault (so we omit the plot thereof): it would mean that
faults in porous media exhibit an instability, the stresses required to drive them at intermediate
velocities being greater than those needed at somewhat higher velocities. This point is further
elaborated for shear faults in [3] but we have found (Chap. 5 of [2]), by the present method, a
further remarkable source of stabilization for tensile faults. This would remove the instability
and make the curve of Cfjnom/Cfjcrit in Fig. 5(b) rise always, to 3(1- v)/(I- vu)[3 - 2B(I + vu )] at
Vw/4c~oo; formally, it could thus rise indefinitely if B= 1.0, Vu = 0.5 (the case often assumed for
clayey soils). In other words, it would be increasingly difficult (to degrees determined by vu, v,
B) to make a tensile crack propagate more rapidly (as calibrated by the dimensionless
parameter Vw/4c) through a fluid-saturated porous medium, reasonably assuming that such
velocities are not in the dynamic range. tIt would be impossible in the case where fluid and
solid constituents have a much lower compressibility than the structural matrix of the medium
(corresponding to B = 1.0 and Vu = 0.5 above). Thus, it should be very difficult to induce rapid
fracture in various materials when they are saturated: this result appears to be strongly
supported by physical observations on tensile rupture of rock, ice and biological tissue.

tThe parameter pV'/G (where p is material density). roughly determining the ratio of kinetic energy to strain energy, is
usually negligible for Vw/4c of order unity (where w is readily estimated from microstructurally based "crack-tip opening
displacement" /)(w) or analogous measures [2j),
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(b) Tensile fault
The density /L(z) in eqn (23) is now a distribution of "climbing" dislocations and the stress

u(x) is the normal stress on the crack surface so that eqn (19) gives C == G/21T(1- v) and the
variable kernel function

k(x - z) == G~-v~) (4:X) [(2 a(x»(l- g2(X» - (1- gl(X»] (28)

where a(x) is zero for our present purposes.t Here the singularity in k(x - z) depends on that
of gj(X) and g2(X) at X == 0 (as determined by Figs. 2(a, b» so it is appropriately well-behaved
for the derivation of the matrix equivalent eqns (26b). The remaining steps follow exactly on
those for the shear fault and the results (e.g. Figs. 5(a, b» correspond except for the translated
dependence on VI/4c caused by slower drainage behavior. However, we note that we have not
used a source distribution 8(z) at all: this was not needed in the shear problem because p "" 0
was satisfied (by antisymmetry) on the fault line but O(z) 0 on the tensile crack surface
implies no penetration of fluid through the walls of the surrounding medium. There are many
problems where this is not an adequate model (e.g. gas penetration and cracking after an
underground explosion) and even the presence of dilatancy in the shear fault requires a
distribution of O(z): inclusion of O(z) requires a treatment of the logarithmic kernel which arises
in eqns (12), (Be) so we defer such consideration to a more extensive paper on practical
applications.

CONCLUSIONS

We have been able to establish sufficient information about the field of influence of
singularities in steady-state motion, specifically moving sources and dislocations, in an elasto­
diffusive medium such as a fluid-saturated porous solid, that the simulation of shear and tensile
fracturing can be performed and useful practical information extracted. We did not aim to
extract the complete influence function, although that is attained for the moving fluid source
(Appendix 1), partly because we did not initially require the stress field off the fracture surface.
However, we must next turn our attention to just that question, on which only a little analytical
progress has been made[3, 12]; progress on the exterior field will require a more extensive
description of the solution for mobile dislocations. It is possible to extend the field off the
dislocation trajectory by (numerically) performing the inversions of the Fourier transforms
established in Appendix 3; some features can also be extracted by applying our method of
integration to the stationary influence function in a manner analogous to Section 10.7 of [8].
These problems are not yet resolved and we propose them as the next in a series of steps to
further advance the method of using singularity distributions (including, perhaps, unsteady
motion and nearby free surfaces) for the analysis of fracture growth in shear or tensile modes,
with various amounts of shear dilation or with combinations of fluid boundary conditions. The
results just presented are, therefore, just a first stage in applying the general method of point
anomaly distribution (described in Chap. 4 of [2]) to simulate localized rupture in (e.g. porous)
time-dependent media.
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APPENDIX I
It is possible to derive the complete stress field of the moving line source and compare with the solution of eqns (12),

(Be), obtained by means of eqn (6) on the plane of motion of the source. First, observe that in deducing eqn (6), we simply
added the effects of a sequence of stationary source problems, all of them having displacement fields expressible as the
gradient of a scalar function.t Assume that Uj, the displacement field of the moving source, preserves this property: then
we have shown (Chap. 3 of [2) that the diffusion process is governed by an uncoupled diffusion equation

This can be converted to the moving co-ordinate system (x, = y, x, - Vt = x) to get

+ + (.Y\ = -q8(x)8(y)
P.xx P." c) P.x POK'

(AI.I)

(A 1.2)

We recognise that p = pe-vx/,c is a natural trial solution which will remove the x-bias and we find that p then satisfies a
Bessel equation in the radial co-ordinate with a source term at the origin. The solution is thereby found to be

p =-q- e- Vxl2c K (R), R = V(x' + y')1/'/2c,
21rPoK 0

(Al.3)

where Ko(z) is the zeroeth order Bessel function of the second kind [4). This solution has been given by Carslaw and
Jaegar ([8), Section 10.7) and by Nowacki ([9), Section 7.4), but in a much less transparent fashion.

We introduce the potential t/> by ui = t/>.i and find (eqn (15) in Chap. 3 of [2)) that

V't/> = t/>.xx + t/>.yy = TIP/G.

It is convenient to solve for the function t/>.x since eqn (AI.2) shows that

v' [t/> +~ ] =~ [-q8(X )5(y)]
.x GV P GV PoK

(AI.4)

(A 1.5)

We observe that eqn (AI.5) has the standard Green function solution of the harmonic operator, in the plane and when we
substitute for p from eqn (Al.3) we obtain the final solution (defining r = (x' + y')'I').

t/> = -TIc (_q_) [e-VX12CK (R)+lnr].
.x GV 21rPOK 0

Now it is also easy to show (combine eqns (12), (15) in Chap. 3 of [2)) that

By noting that K~(R) =- K,(R) we first obtain

u = -Tlq [e-Vxl'c(K(R)+~K(R»)-~(.!.)J
" 21TPoK 0 r' r R

tThis class of problems is discussed in Chap. 3 of [2), where a proof is given.

(AI.6)

(A 1.7)

(AI.8)

(AI.9)
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and then, after reverting to eqn (AlA) for V2t/J, we deduce

u = -TJq [e-Vx/2c (K (R) - ~ K(R)) +(~) .!-]
xx 21rPoK 0 r 1 r R

By setting y =0, we obtain perfect agreement with eqns (12), (Be) and (I3d).

APPENDIX 2

95

(A1.IO)

The method of polynomial interpolation
We are interested in the solution of singular integral equations of the kind in eqn (20) by means of interpolation

functions, as suggested by eqn (21). We are anxious to identify the special functions (if any) which are appropriate to the
domain in question, to the singularity in the kernel and to the expected singularity in the unknowns, p.(z) for instance. The
idea can be consolidated by means of an example: let the domain be the internal interval (-I, +I) and let the kernel have an
(x - zt ' singularity. This class of problems includes the fault problems solved in the main text.

First, note the integral relations given by Abramowitz and Stegun [4, p. 785], namelyt (PV denoting a principal value
integral)

.!- PVJ+I T.(t) dt
• / 2 U._1(x), n >0

1r -1 (t-X)y(l-t)

'!-PVJ+I U._1(t)'I/(I- t
2
)dt -T ( ) 0

() • x, n> .1r _I t-x

The special functions in use here are the Gauss-Chebyshev polynomials, most conveniently defined as

sin (n + 1)11
T.(x) = cos nil, U.(x) = sin II ' x .. cos II

These polynomials are conventionally used in integration formulae for the domain (-I, +I), for instance [4, 250438]

.!-J+I g(t)dt _~g(tk) _ 1r(2k-1)
1r _I '1/(1- t2) - (;:, M' tk - cos 2M

where the nodal points tk are the zeroes for the polynomials of the first kind TM(t).
Suppose that the integral equation is of the special kind (e.g. eqn (23))

CJ+I F(t) -1
u(x) =-.;;: -I '1/(1- t2) [(t - x) + k(x, t)] dt, -I:s x :s I

(A2.1)

(A2.2)

(A23)

(A2A)

(A2.5)

where k(x, t) is a bounded smooth kernel (see 17] for more rigorous statements) and p.(t) = F(t)/'I/(I- t2) might be the
dislocation density of the main text. The idea is that we shall approximate the unknown function F(t) by a series of the
Chebyshev polynomials

N

F(t)= ~ B.T.(t).
n=l

The integral equation then takes the form

M N

~ k(x, tk)F(tk) +M~ B.U._1(x) = Mu(x)/C1r.
k=1 n=1

(A2.6)

(A2.7)

Now the integral equation may be reduced to linear algebraic equations for the unknowns B. (analogous to eqns (22) in the
main text), namely

(A2.8)

Now the xj seem to be perfectly arbitrary and should be chosen to give well-conditioned matrices: the procedure in eqn
(A2.8) is one of simple collocation.

A major contribution to the scheme just envisioned was made by Erdogan and Gupta[IO]. We notice that we did not
employ the integration formula (A2A) but rather used (A2.I) on the singular part of the integral equation: it would be
convenient if (A2A) were valid also for the singular part even if only for special x = Xr This is exactly what they proved.

The formula established by Erdogan and Gupta[IO) was

~ T.(td ( 1rr )U._1(x,) = LJ M( _ )' x, = cos -MI
k=1 tk x, +

(A2.9)

which means that the integration formula (A2A) also holds in (A2.I) if the evaluation points x, are the zero points of

tNote that a special case, n = 0, is J~I dt/(t - xh/(I- t2) = 0 which is useful in extracting the solution of the
homogeneous singular integral equation.
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UM_,(x). Now eqn (A2.7) again simplifies considerably to a very workable form

M

L [(trx,r-' +k(x" 1,)IF(t;) = Mu(x,)/C1T, r= I, ...,M-I.
k=1

(A2.lO)

This eqn (A2.lO) is preferable to eqn (A2.8) since it makes little reference to the polynomials used except through their
zero-points, I! and X,. In general, we need an extra condition on the F(t!) to close the system in (A2.1O): typically, this is
phrased as a specification of the net entrapped dislocation in the fault, say bF in magnitude (typically bF = 0), hence

(A2.11)

Thus the interior fault, transformable onto (-I, + I), is very tractable. Even if the fault closes smoothly, we can go
through entirely analogous procedures with (1- t2)'/2, instead of (1- t2r'/2, and still get a simple matrix equation like
(A2.10), as discussed by Erdogan and Gupta[IO). There is a striking similarity between the integration formulae (A2.1,
A2.2) and the result given in [II): they found that the stress-field of an inclusion, that is an anomalous internal region
undergoing a polynomial transformation strain, is also expressible as a polynomial of the same order. Formulae (A2.1,
A2.2) are no more than the stress fields of a flat crack-like inclusion on the line of the crack where the strain is an intense
shear, uniform in the thickness direction but given by a polynomial Tn(t) or Un- 1(t) along its length.

APPENDIX 3
Fourier transform technique

An alternative scheme for deriving the influence functions of moving singularities (in particular those producing plane
deformation conditions) is exemplified by the following outline. First we write the governing equations for plane strain of a
fluid-saturated porous medium, e.g. as in [1,3), namely (with V2 == a2/ax2+ a2/all

V2(uxx + IT" +2rlP) = 0

[
2 a] ( 211(1- v) )_

cV - ai Uxx +U,y + (v, _ v) p - 0

auxx+~= 0 =~+~.
ax ay ax ay

(A3.1)

(A3.2)

(A3.3)

Since we are concerned with steady-state motion (with velocity V) of the singularity, any of the four unknown variables
Uxxo ux,' Uy, or p, generically denoted by function f = fIx, y, t), really depends only on y and X == x - Vt, so the function
becomes f == fIX, y) and eqn (A3.2) can be reduced (since Uxx == Uxx, Ux, == ux,) to

[
2 a ] ( 211(1 - v) )_

xV + V aX U xx + u" + (v, _ v) p - O.

We now perform a Fourier transformation with respect to the variable X, defined by

We rewrite the governing equations in terms of the transformed field variables,

[ a2 k2 'k / J(- - 211(1- v) -)-a2 - - 1 V C Uxx + Uyy +--- P = 0
y (v, - v)

while performing a little manipulation to make the equilibrium eqns (A3.3) more transparent,

-ik(u" - uxx )/2 +aUXy/ay = -ik(uxx +u,,)/2

2ikuxy +a[uyy - uxx l/ay = -a[u" +uxx l/ay

Obviously, the latter can now be reduced to

[
a2 k2] - 'k a (_ _)
~- Ux, = -I -a Uyy +Uxxay - y

[:;2- k2] (u" - uxx) = - [:;2- eJ (u" + uxx)

(A3.2)bis

(A3.4)

(A3.S)

(A3.6)

(A3.?),

(A3.7h

(A3.8),

(A3.8h

It is now completely straightforward to write the general solutions to the eqns (A3.5), (A3.6), (A3.8), thereby determining
the transforms of the field variables: the homogeneous solutions (adhering to convention in [3]) take the form 2(1­
v,)A(k)e"m'/(I- v) in eqn (A3.S) and -2(1 - v,)B(k)e"n,/(v, - v) in eqn (A3.6) while the homogeneous solutions in eqns
(A3.8) are also of the form U" - uxx = 2C(k) e"my (multiplied by (+ik/m) for ux,) where m2(k) == k2and n2(k) == e - ikV/c.
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The particular solutions of eqn (Al8) are then simple to determine and the rationalized results are

-np = (v. - v)A(k) e~mY/(I-v)- B(k) e~"Y

(uxx +U
YY

) = 2A(k) e±m
y+2B(k) e~"y

- [- ikC "kA] ±my [2ikn] B ~"Vuxy =- +m+ t y e ± k2 _n 2 . e .
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(Al9)

(AlIO)

(A3.ll)

(AlI2)

For our purposes it will be adequate to choose the solution which vanishes as y -+ +00, thus we shall adopt the solution
involving e-my

, e-"Y.
To apply the transform technique directly to the problems of moving singularities considered in the body of the paper

was found not to be a simple task.t Instead, let us adopt the attitude that Figs. 4(a, b) provide us with values of the field
variables on the trajectory of motion y = 0 and establish how much progress we can make on the basis of that assumption.
For example, consider the "gliding" dislocation: for this, on y =0, p =0 Uyy, so that eqns (Al9-A3.l1) imply
A =- B(I- v)/(v. - v) and C =B((I +v - 2v.)k2

- (1- v)n 2j/(v. - v)(k 2
- n2

)). Thus, only B(k) needs to be determined and
we note that, on y =0, eqn (A3.l2) implies

UXy = -ikB((I +v - 2v.)- (1- v)n 2 +2(v. - v)mnj/(v. - v)m(k2
- n2

)) = Bg(k);

however,

UXy(y = 0) = Gb [1- ~._-: g, (~?) ]t(2?T(I- v.)X]=r(X),

where g, is plotted in Fig. 4(a). Clearly, then, B(k) = f(k)/g(k) and all of the unknown functions A(k), B(k), C(k) are
determined.

Similarly, for the "climbing" dislocations we know that UXy(y =0) = 0 and both p and fTyy are given on y =0 by eqns.
(l6c), (19) in the main text, so that A(k), B(k) and C(k) are again formally determined. Then eqns (Al9)-(A3.l2) give the
complete field solution as a convolution of our known influence functions (eqns (14), (19)) off the real axis y =0; the
associated computations appear to be inescapably numerical.* These have not yet been performed, partly because we hope
that we may be able to find some convenient characteristic of the functions to be transformed (thus avoiding the apparently
innate complication of transforms associated with dislocation and fault problems, e.g. see (3] also): the more immediate
reason for postponing the calculations was, however, simply that the complete version of influence functions is not needed
for most of the fracture simulation of immediate interest to us.

tThe technique has been employed by Weiner(13] (prompted by the convenience of the Parseval theorem) to compute
energy dissipation due to moving dislocations in a thermoelastic medium. However, he makes assumptions which avoid
rigorously solving the coupled elasto-diffusion equations and his results are not useful here.

*An exception, again, seems to be the steady-state source problem. However, the difficulty of performing Wiener-Hopf
separation of analytic functions(3] is avoided and adept artists of transform inversion are encouraged to try their hand.


